
  

LDDMM Meets GANs: Generative Adversarial   
Networks for Diffeomorphic Registration

1. Image Registration

1. Deformable image registration is a fundamental problem in 
medical image analysis. The problem consists of computing 
the deformation that best warps a source image into a target 
image. Useful for:

● Multi-modality fusion, where information acquired by 
different imaging devices or protocols is fused to facilitate 
diagnosis and treatment planning.

● Longitudinal studies, where temporal structural or 
anatomical changes are investigated. 

● Population modeling and statistical atlases used to study 
normal anatomical variability.

2. Large deformation diffeomorphic metric 
mapping (LDDMM)

1. Diffeomorphism that minimizes energy E(v) between images 
I  and I .₀ ₁

2. Large computational complexity.

3. Different parameterizations  for v: stationary, non-stationary, 
EPDiff-constrained.

3. Generative Adversarial Registration 
Framework

4. Experiments and Results

1.Registration network predicts deformation of source image 
to target image.

2. Discriminator identifies correctly warped images. 

3.Loss fucntion is sum of  LDDMM energy and discriminator 
cost.

Figure: Example of simulated 2D registration results. Up: source and target 
images of five selected experiments. Down, left to right: deformed images and 
velocity fields computed from diffeomorphic Demons (DD), stationary LDDMM 
(St. LDDMM), Flash, and our proposed SVF-GAN and EPDiffGAN. SVF 
stands for a stationary velocity field and v₀  for the initial velocity field of a 
geodesic shooting approach, respectively.

Figure: Example of 3D registration results. First row, sagittal and axial views 
of the source and the target images and the differences before registration. 
Second row, inferred stationary velocity field, warped image, and differences 
after registration for SVF-GAN. Third row, inferred initial velocity field, 
warped image, and differences after registration for EPDiff-GAN.

1. 2D dataset of simulated ellipses. 

2. 2D deformations present visual similarity to model-based approaches.

3. 3D training uses 2113 T1-weighted brain MRI images from the ADNI 
dataset.

4. 3D results show comparable accuracy with state of the art model-based 
and previous deep-learning models commonly used as benchmarks.
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