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Motivation

e Saliency is the quality which makes some stimuli stand out and Example frame from 360° video [3] Visual attention (saliency)
capture human attention.

e Visual saliency is used for studying human visual behaviour
and guiding user attention in Virtual Reality applications.

e Current methods for saliency prediction in 360° videos have
difficulties representing their long-term temporal dependencies.

e Our method is capable of representing the spatio-temporal
dependencies of 360° videos by employing the global attention : |
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mechanism of the Transformer architecture. -S> >l ___- Sl

Our Approach

Based on the Transformer architecture [1], we employ the global attention
mechanism in order to represent the spatio-temporal dependencies of
visual attention in videos. We train our model with the VR EyeTracking Output Generation

dataset [3], by using Mean-Square-Error (MSE) as the loss function. To use ,
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the Transformer encoder, we first convert the input videos into a sequence of Input ||_ =“

spatio-temporal tokens [1]. T c
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Results Evaluation

Our model generates output saliency maps that resemble human visual We compare our model with a current state-of-the-art model [4] by
attention in 360° videos. measuring a series of metrics for the generated saliency maps and the
ground truth saliency maps of the Sports360 dataset [2], outperforming
it for all metrics measured.
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Resulting Receiver Operating Characteristic (ROC) Curves. Our model
produces a curve closer to the ground truth than the compared model,
achieving over 90% of recall with only 20% of the most salient regions.
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