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Abstract 
Within the context of autonomous manipulation of 

deformable objects, we propose a minimal multi-

camera perception system that allows to cover a 

deforming 2D shape over time according to a specific 

visibility objective. Our method iteratively solves an 

optimization problem that includes collision 

avoidance and robust visibility constraints. 

Introduction 
Perception of deformation is one of the main 

concerns when dealing with autonomous 

manipulation of deformable objects, a topic of 

increasing interest in the domestic and industrial 

fields [1]. In this kind of applications, a continuous 

feedback of the object’s deformation is needed, 

which may be challenging due to the time-varying 

and highly-dynamic behavior of deformable objects. 

Thus, we conceive a perception system in the 

industrial context, where the deformation guidelines 

are set depending on the object and the particular 

task. In order to analyze the state of the object and 

check if the deformation is performed as expected, 

the system must adapt to the variable object 

configuration by placing the sensors at the most 

convenient locations according to the perception 

requirements. In addition, the number of necessary 

cameras must be minimized to deal with the fact of 

having a limited resources availability.  

The main property we use for defining how the 

perception task must be performed is the visibility of 

the contour. Visibility problems have been addressed 

from many different perspectives, and here we 

mainly focus on those where sensors are dynamically 

deployed in an environment of time-dependent 

nature. Camera networks from the active perception 

field are a good example of systems that must 

reconfigure themselves depending on the 

environment and the task requirements [2], [3]. 

This work includes some of the scientific 

contributions of the Collaborative Robotic Mobile 

Manipulation of Deformable Objects in Industrial 

Applications (CoMManDIA) project. CoMManDIA 

project aims to improve the competitiveness and 

working conditions of those industries where 

deformable objects are manipulated by human 

operators (more info in http://commandia.unizar.es). 

Framework and objectives 

We represent the deformable object as a segmented 

2D shape whose contour varies over time. This shape 

is enclosed by a set of cameras with restricted Field 

of View (FOV) at a certain safety distance to the 

object’s centroid (see Fig. 1). We assume that the 

position of the cameras with respect to a global 

reference is known, as well as the desired contour of 

the deformable object over time. 

Given this framework, the objective is finding the 

minimal set of sensors that achieve the target 

visibility, which is defined in terms of the number of 

sensors that must detect each contour segment, over 

a complete deformation process. 

Multi-camera optimization 
Firstly, in order to define a feasible target visibility 

we need information not only about the object and 

the particular deformation task, but also about the 

maximum achievable visibility, i.e. the maximum 

number of contour segments that can be detected 

from a certain distance of the shape. Our method for 

obtaining this property is based on the bi-partite 

visibility graph, whose nodes are the vertexes of the 

contour segments and the optical centers of the 

cameras. The edges of the graph link the cameras 

with those vertexes that are visible for them. Then, 

we check if the two vertexes of each segment are 

linked to a common camera, and if so we determine 

that the segment is visible. After knowing the upper 

bound of segments that can be detected, we are able 

to define the target visibility and start to solve the 

optimization problem. This problem is solved with a 

proposed cost function whose value must be 

minimized, which includes three different terms. The 

main term is related to the target visibility error, and 

the other two prevent the neighboring cameras to be 
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closer than a certain threshold distance and introduce 

robust perception criteria. We apply the pattern 

search method in an iterative way at each 

deformation instant, considering an initial set of two 

cameras and increasing it until the target visibility is 

achieved. Once the optimal positions and 

orientations of the minimal set of cameras are 

obtained, we apply path planning to describe the 

movement of the cameras along deformation instants. 

Simulation results 
We have tested the performance of our method in a 

series of simulations over contours extracted from the 

MPEG-7 public dataset. Figure 1 shows the 

maximum achievable visibility of a triangular shape, 

in which the 82.2% of the contour is visible from the 

safety distance. A deformation process is simulated 

in Figure 2, and the bi-partite visibility graph of the 

optimized camera system is presented. Finally, 

occluding circular obstacles are included in Figure 1 

around a bat shape at a single deformation instant. 

Conclusions 
By means of graph theory and optimization 

techniques, we are able to place and orient a minimal 

set of cameras to cover a 2D shape that deforms over 

time. First, we compute the maximum achievable 

visibility of the shape, that allows us to define a 

feasible target visibility. Then, we solve iteratively 

the constrained optimization problem until the 

system achieves the target visibility with a minimal 

number of sensors. We have performed a series of 

simulations to analyze the validity of our method and 

explore future improvements. More details about this 

work can be found in [4]. 
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Figure 1. At left, visible (black) and occluded (red) segments 

for any set of sensors placed at the dashed line 

circumference around a triangular shape. At right, bi-

partite visibility graph of a bat shape surrounded by eight 

occluding obstacles. 

 

Figure 2. Bi-partite visibility graphs of a complete deformation process. From left to right, a dog shape (orange lines) is 

increasingly distorted to represent deformation. The minimal number of cameras varies from 5 at the first three deformation 

instants to 6 at the last one. 


